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1. INTRODUCTION

In order to simplify notations, we set I = [0,∞). Let Cb(I) is the space of all bounded
continuous functions f : [0,∞) → R. Moreover, we set Cb,∞(I) for the functions f ∈ Cb[0,∞)
such that the limit

lim
x→∞

f(x)

exists. Moreover, for f ∈ Cb,∞(I) we consider the norm

∥f∥ = sup
x∈I

|f(x)|.

As usual, we denote ek(x) = xk, for k ∈ N0. For fixed sequences {an,k}∞n,k=0 of positive real
numbers and x ≥ 0, set

(1.1) gn(x) =

∞∑
k=0

an,k
k!

xk,

where we assume that the series converges for all x ≥ 0. For f ∈ Cb(I) and a fixed increasing
sequence {β(n)} such that β(n) ≥ 1 and limn→∞ β(n) = ∞, we consider the positive linear
operators

(1.2) Ln(f, x) =
1

gn(x)

∞∑
k=0

an,k
k!

f(yn,k)x
k, where yn,k =

k

β(n)
.

Throughout the work, we assume that Ln is defined by (1.2). We say that the sequence of
operators {Ln} is an approximation process in Cb,∞(I) if Ln : Cb,∞(I) → Cb,∞(I) and

lim
n→∞

∥Ln(f)− f∥ = 0

for every f ∈ Cb,∞(I).
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In this work, we study the operators Ln is the space Cb,∞(I). There are essential differences
between the spaces Cb,∞(I) and Cb(I). There are sequences {Ln} such that Ln : Cb,∞(I) →
Cb,∞(I) is an approximation process, while there exists f ∈ Cb(I) such that Ln(f) does not
converges to f in norm. Let us state some questions related with the operators Ln in (1.2).

Problem 1.1. Is it true that Ln(Cb,∞(I)) ⊂ Cb,∞(I) for each n ∈ N?

Problem 1.2. Find conditions on {gn} so that {Ln} is an approximation process in Cb,∞(I).

We use the notations

(1.3) In,i(x) =
g
(i)
n (x)

βi(n)gn(x)
and Jn,i(x) = xiIn,i(x),

and consider the following two conditions related with the functions gn:
(i) for i = 1 and i = 2, there exists a constant Ki such that for every x > 0, n ∈ N, one has

(1.4)
∣∣∣In,i(x)− 1

∣∣∣ ≤ Ki

1 + β(n)x
,

(ii) there exists a constant C such that for each x ≥ 0 and n ∈ N,

(1.5) | In,2(x)− 2In,1(x) + 1 |≤ C

β2(n)
.

In this work, we obtain upper estimates for the rate of convergence of the operators Ln in
the case when condition (1.4) or condition (1.5) holds. In Section 2, we included a few known
results. Section 3 is devoted to verify that the operators Ln are an endomorphisms in the space
Cb,∞(I). In Section 4, we prove some Korovkin-type theorems. In Section 5, we show that the
conditions presented above are sufficient to proof that the family {Ln} is an approximation
process in Cb,∞(I). Section 6 contains the main results, we obtain upper estimates for the rate
of convergence associated of the family {Ln}. In the last section, we present several examples.

For x ≥ 0, n ∈ N, and a function f : I → R Szász [17] defined

(1.6) Sn(f, x) = e−nx
∞∑
k=0

nk

k!
f
(k
n

)
xk,

whenever the series converges. These operators were also studied by Mirakyan [13], that is
the reason why they are usually called Szász-Mirakyan operators. There is a large collection
of works devoted to study the operators Sn and some modifications. Here, we only recall the
following recent works: [1, 5, 6, 7, 12, 14].

2. THE FIRST MOMENTS OF THE OPERATORS

Theorem 2.1. If j ∈ N0, x ≥ 0 and

(2.7) Pj+1(x) = x
(
x− 1

β(n)

)
· · ·
(
x− j

β(n)

)
,

then

(2.8) Ln(Pj+1, x) = xj+1 g
(j+1)
n (x)

βj+1(n)gn(x)
.

In particular, for each j ∈ N0, Pj ⊂ D(L).
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Proof. Notice that

βj+1(n)Pj+1

( k

β(n)

)
= k(k − 1) · · · (k − j).

Therefore, for each fixed x > 0,

βj+1(n)gn(x)Ln(Pj+1, x) =

∞∑
k=j+1

an,kx
k

(k − j − 1)!

= xj+1
∞∑
k=0

an,k+j+1

k!
xk = xj+1g(j+1)

n (x).

Since Ln is a linear operator in D(L), for each j ∈ N0, Pj ⊂ D(L). □

Proposition 2.1. If Ln is given by (1.2), for each n ∈ N and every x ∈ I one has

Ln(e1, x) = Jn,1(x) and Ln(e2, x) = Jn,2(x) +
Jn,1(x)

β(n)
,

where we use the notations (1.3).

Proof. The first assertion follows from Theorem 2.1 with j = 0. On the other hand, since

P2(x) = x
(
x− 1

β(n)

)
one has

Ln(e2, x) = Ln(P2, x) +
1

β(n)
Ln(e1, x) = x2

g′′n(x)

β2(n)gn(x)
+ x

g′n(x)

β2(n)gn(x)
.

□

Corollary 2.1. If In,i(x) = 1 for i = 1 and i = 2 and every x ∈ I , then

Ln((e1 − xe0)
2, x) =

x

β(n)
.

Proposition 2.2. If condition (1.4) holds, there exists a constant K such that, for each n ∈ N and
x ∈ I , then

| Ln(e1, x)− x |≤ K

β(n)
and Ln((e1 − xe0)

2, x) ≤ K
x

β(n)
.

Proof. From (1.4) and Proposition 2.1, we know that

|Ln(e1, x)− x| = x

∣∣∣∣ g′n(x)

β(n)gn(x)
− 1

∣∣∣∣ ≤ K1x

1 + β(n)x
≤ K1

β(n)
.

Moreover

Ln((e1 − xe0)
2, x) = Ln(e2, x)− 2xLn(e1, x) + x2

= x2
g′′n(x)

β2(n)gn(x)
− 2x2

g′n(x)

β(n)gn(x)
+ x2 + x

g′n(x)

β2(n)gn(x)

= x2
{( g′′n(x)

β2(n)gn(x)
− 1
)
+ 2
(
1− g′n(x)

β(n)gn(x)

)}
+ x

g′n(x)

β2(n)gn(x)

≤ C1

( 1

β(n)

β(n)x2

(1 + β(n)x)
+

x

β(n)

)
≤ C2

x

β(n)
.

□
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Proposition 2.3. Suppose there exists a constant C1 such that, for each x ∈ I and every n ∈ N,

(2.9) In,1(x) ≤ C1.

If condition (1.5) holds, there exists a constant C2 such that, for each x ∈ I and every n ∈ N, one has

Ln((e1 − xe0)
2, x) ≤ C2

( x2

β2(n)
+

x

β(n)

)
.

3. THE OPERATOR Ln AS AN ENDOMORPHISM

It is easy to see that {Ln} is uniformly bounded sequence of linear operators from the space
Cb,∞(I) to Cb(I), but we need to verify that

Ln : Cb,∞(I) → Cb,∞(I).

Theorem 3.2. If n ∈ N and f ∈ Cb,∞(I), then Ln(f) ∈ Cb,∞(I). In particular

lim
x→∞

Ln(f, x) = lim
x→∞

f(x).

Proof. Set yn,k = k/β(n). If f ∈ Cb,∞(I), there exists a real A such that f(x) → A, as x → ∞.
We set B = |A|+ ∥f∥. Fix ε > 0. There exists N1 > 0 such that, for x > N1,

|f(x)−A| < ε

2
.

Since yn,k → ∞ as k → ∞, there exists m ∈ N, m > N1, such that yn,k > N1, for all k > m.
Taking into account L’Hôpital’s rule

lim
x→∞

1

gn(x)

m∑
k=0

an,k
k!

xk = 0.

Hence, there exists N2 > N1 such that, for x > N2,

1

gn(x)

m∑
k=0

an,k
k!

xk ≤ ε

2B
.

Therefore, if x > N2, then

|Ln(f, x)−A| =

∣∣∣∣∣ 1

gn(x)

∞∑
k=0

an,k
k!

(f(yk)−A)xk

∣∣∣∣∣
≤

m∑
k=0

∣∣∣∣an,kk! (f(yk)−A)
xk

gn(x)

∣∣∣∣+
∣∣∣∣∣

∞∑
k=m+1

an,k
k!

(f(yk)−A)
xk

gn(x)

∣∣∣∣∣
≤ B

1

gn(x)

m∑
k=0

an,k
k!

xk +
ε

2

1

gn(x)

∞∑
k=m+1

an,k
k!

xk ≤ ε

2
+
ε

2
= ε.

This is sufficient to prove that

lim
x→∞

Ln(f, x) = A.

In particular, Ln(f) ∈ Cb,∞(I). □
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4. A KOROVKIN TYPE THEOREM

Let us denote

(4.10) ψ(y) =
y

1− y
, y ∈ [0, 1).

It is clear that ψ : [0, 1) → [0,∞) is a homeomorphism with inverse function

ψ−1(x) =
x

1 + x
, x ∈ [0,∞).

For g ∈ C[0, 1], we consider the uniform norm ∥g∥∞ = supy∈[0,1] | g(y) |.

Theorem 4.3 ([3]). If the operator Φ : Cb,∞(I) → C[0, 1] is defined by

(4.11) Φ(f, y) =


f(ψ(y)) if y ∈ [0, 1)

lim
x→∞

f(x) if y = 1
,

f ∈ Cb,∞(I), then Φ is a positive linear isomorphism, with positive linear inverse Φ−1 : C[0, 1] →
Cb,∞(I) given by

Φ−1(g, x) = g
( x

1 + x

)
, g ∈ C[0, 1], x ∈ [0,∞).

Moreover, for each f ∈ Cb,∞(I), ∥f∥∞ = ∥Φ(f)∥∞.

Now, we will study convergence in the spaces Cb,∞[0,∞). The following result is known.

Theorem 4.4 ([3] and [4]). A sequence {Mn} of positive linear operators, Mn : Cb,∞[0,∞) →
Cb,∞[0,∞), is an approximation process if and only if ∥fi −Mn(fi)∥ → 0, for i = 0, 1, 2, where

(4.12) f0(x) = 1, f1(x) =
x

(1 + x)
and f2(x) =

x2

(1 + x)2
.

We will follows the ideas given in [3] and [4], but we need other text functions. Let us
remember known facts.

Recall that three functions h0, h1, h2 ∈ C[0, 1] are a Chebyshev system of order three in [0, 1],
if any linear combination λ0h0+λ1h1+λ2h2, with |λ0|+|λ1|+|λ2| > 0, has at most two different
zeros (see [2, p. 100]).

Lemma 4.1. The functions f0(x) = 1, f1(x) =
√
x and f2(x) = x are a Chebyshev system of order

three in [0, 1].

Proof. Assume that the function θ(x) = a+ b
√
x+ cx (where at least one coefficient is different

from zero) has at least three different zeros in [0, 1], say x0, x1 and x2. Then, the polynomial
P (x) = a+ bx+ cx2 satisfies P (

√
x0) = P (

√
x1) = P (

√
x2) = 0, but this is not possible. □

Theorem 4.5 ([9], p. 49). Let h0, h1, h2 ∈ C[0, 1] be a Chebyshev system of order three in [0, 1]. If
{Mn} is a sequence of linear positive operators, Mn : C[0, 1] → C[0, 1] and

lim
n→∞

∥hi −Mn(hi)∥∞ = 0, i ∈ {0, 1, 2},

then
lim
n→∞

∥g −Mn(g)∥∞ = 0

for every g ∈ C[0, 1].

Theorem 4.6. If the sequence {Ln}, Ln : Cb,∞(I) → Cb,∞(I), is given by (1.2), then the following
assertions are equivalent:
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(i) {Ln} is an approximation process.
(ii) For i = 0, 1, 2, ∥fi − Ln(fi)∥ → 0, where

(4.13) f0(x) = 1, f1(x) =

√
x√

1 + x
and f2(x) =

x

1 + x
.

(iii) For i = 0, 1, 2, ∥hi − Ln(hi)∥ → 0, where

(4.14) h0(x) = 1, h1(x) =

√
x

1 +
√
x

and h2(x) = h21(x).

Proof. The assertions (i) ⇒ (ii) and (i) ⇒ (iii) are simple because each the functions fi and hi are
continuous bounded functions with finite limits as x→ ∞.

(ii) ⇒ (i). For each g ∈ C[0, 1], we define a function G(g) ∈ Cb,∞(I), by setting

G(g, x) = g(x/(1 + x)).

Notice limx→∞G(g,∞) = g(1). If Ln is given by (1.2) and g ∈ C[0, 1], define Mn(g, 1) = g(1)
and, for y ∈ [0, 1),

Mn(g, y) = Ln

(
G(g),

y

1− y

)
.

From Theorem 3.2, we know that

lim
y→1

Mn(g, y) = lim
x→∞

Ln

(
G(g), x

)
= lim

x→∞
G(g)(x) = g(1) =Mn(g, 1).

Therefore Mn : C[0, 1] → C[0, 1] and it is a positive linear operator. For y ∈ [0, 1], set g0(y) = 1,
g1(y) =

√
y and g2(y) = y. Since {g0, g1, g2} is a Chebyshev system in [0, 1] (see Lemma 4.1), in

order to use Theorem 4.5, we will verify that

lim
n→∞

∥Mn(gi)− gi∥∞ = 0, i ∈ {0, 1, 2}.

To prove this, we consider (ii). If g0 = e0, then G(g0) = f0, but ∥Ln(e0) − e0∥ = 0. If y ∈ [0, 1)
and x = y/(1− y), then

G(g1, yn,k) =

√
yn,k√

1 + yn,k
= f1(yn,k)

and

f1(x) =

√
x√

1 + x
=

√
y/(1− y)√

1 + y/(1− y)
=

√
y = g1(y).

With analogous arguments, we verify that

G(g2, yn,k) = f2(yn,k) and f2(x) = g2(y).

Therefore, for i = 1 and i = 2, if y ∈ [0, 1) and x = y/(1− y), then

Mn(gi, y)− gi(y) = Ln

(
G(gi),

y

1− y

)
− gi(y) = Ln(fi, x)− fi(x).

Moreover
Mn(gi, 1)− gi(1) = 0.

If (ii) holds, we have proved that ∥Mn(gi)− gi∥∞ = ∥Ln(fi)− fi∥ → 0 as n→ ∞.
From Theorem 4.5, we know that {Mn} is a approximation process in C[0, 1] and it is suffi-

cient to verify that {Ln} is a approximation process in Cb,∞(I). If fact, if f ∈ Cb,∞(I) we set
F (f, 1) = limy→1 f(y/(1− y)) and, for y ∈ [0, 1),

F (f, y) = f(y/1− y),
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then F (f) ∈ C[0, 1] and ∥Mn(F (f))− F (f)∥∞ → 0, as n→ ∞. But, for y ∈ [0, 1),

Mn(F (f), y) = Ln

(
G(F (f)),

y

1− y

)
,

and

G(F (f))(yn,k) = F (f)
( yn,k
1 + yn,k

)
= f

( yn,k

1−yn,k

1 +
yn,k

1−yn,k

)
= f(yn,k),

and, if x = y/(1− y), F (f, y) = f(x). Hence

∥Mn(F (f))− F (f)∥∞ = ∥Ln(f)− f∥.

This proves the result.
(iii) ⇒ (i). The proof is similar to the case (ii) ⇒ (i), but we use another change of variables.
For each g ∈ C[0, 1], we define a function H(g) ∈ Cb,∞(I), by setting

H(g, x) = g(
√
x/(1 +

√
x).

Notice limx→∞G(g,∞) = g(1). If Ln is given by (1.2) and g ∈ C[0, 1], define M∗
n(g, 1) = g(1)

and, for y ∈ [0, 1),

M∗
n(g, y) = Ln

(
H(g),

y

1− y

)
.

From Theorem 3.2, we know that

lim
y→1

M∗
n(g, y) = lim

x→∞
Ln

(
H(g), x

)
= lim

x→∞
H(g)(x) = g(1) =M∗

n(g, 1).

Therefore M∗
n : C[0, 1] → C[0, 1] and it is a positive linear operator. For y ∈ [0, 1], set g0(y) = 1,

g1(y) = y and g2(y) = y2. Since {g0, g1, g2} is a Chebyshev system in [0, 1], in order to use
Theorem 4.5, we will verify that

lim
n→∞

∥Mn(gi)− gi∥∞ = 0, i ∈ {0, 1, 2}.

To prove this, we consider (iii). If g0 = e0, then G(g0) = f0, but ∥Ln(e0) − e0∥ = 0. If y ∈ [0, 1)
and x = (y/(1− y))2, then

H(g1, yn,k) =

√
yn,k

1 +
√
yn,k

= f1(yn,k)

and

f1(x) =

√
x

1 +
√
x
=

y/(1− y)

1 + y/(1− y)
= y = g1(y).

With analogous arguments, we verify that

H(g2, yn,k) = f2(yn,k) and f2(x) = g2(y).

Therefore, for i = 1 and i = 2, if y ∈ [0, 1) and x = (y/(1− y))2, then

M∗
n(gi, y)− gi(y) = Ln

(
H(gi),

y

1− y

)
− gi(y) = Ln(fi, x)− fi(x).

Moreover
M∗

n(gi, 1)− gi(1) = 0.

If (iii) holds, we have proved that ∥M∗
n(gi)− gi∥∞ = ∥Ln(fi)− fi∥ → 0 as n→ ∞.
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From Theorem 4.5, we know that {M∗
n} is a approximation process in C[0, 1] and it is suffi-

cient to verify that {Ln} is a approximation process in Cb,∞(I). In fact, if f ∈ Cb,∞(I), we set
F (f, 1) = limy→1 f(y

2/(1− y)2) and for y ∈ [0, 1),

F (f, y) = f
( y2

(1− y)2

)
,

then F (f) ∈ C[0, 1] and ∥M∗
n(F (f))− F (f)∥∞ → 0, as n→ ∞. But, for y ∈ [0, 1),

M∗
n(F (f), y) = Ln

(
H(F (f)),

y

1− y

)
,

and

H(F (f))(yn,k) = F (f)
( √

yn,k

1 +
√
yn,k

)
= f

( ( √
yn,k

1+
√
yn,k

)2
(1−

√
yn,k

1+
√
yn,k

)2

)
= f(yn,k),

and if x = y2/(1− y)2, F (f, y) = f(x). Hence

∥Mn(F (f))− F (f)∥∞ = ∥Ln(f)− f∥.

This proves the result. □

5. APPROXIMATION PROCESS

In this section, we present sufficient conditions in order that {Ln} be an approximation pro-
cess in Cb,∞(I). It is sufficient to verify (ii) or (iii) in Theorem 4.6.

Proposition 5.4. Assume that condition (1.4) holds. If f1(x) and f2(x) are given as in (4.13), then

Ln(| f1(e1)− f1(x) |, x) ≤
K√
β(n)

and Ln(| f2(e1)− f2(x) |, x) ≤
K√
β(n)

,

where K is the constant in Proposition 2.2.

Proof. From Proposition 2.2, we obtain

Ln(|f1(e1)− f1(x)|, x) = Ln

(
|
√
e1(1 + x)−

√
x(1 + e1)|√

1 + x
√
1 + e1

, x

)

≤ 1√
1 + x

Ln

(
|x− e1|

(
√
e1(1 + x) +

√
x(1 + e1))

, x

)

≤ 1
√
x
√
1 + x

√
Ln((e1 − x)2, x)

≤ 1
√
x
√
1 + x

K x

β(n)
≤ K√

β(n)
.

On the other hand

Ln(|f2(e1)− f2(x)|, x) = Ln

( |e1 − x|
(1 + x)(1 + e1)

, x
)

≤ 1

(1 + x)

√
Ln((e1 − x)2, x) ≤ K√

β(n)
.

□
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Proposition 5.5. Assume that conditions (1.5) and (2.9) hold. If h0(x), h1(x) and h2(x) are given as
in (4.14), there exists a constant C such that, for each n ∈ N and x ∈ I one has

|Ln(hi(e1), x)− hi(x)| ≤
C√
β(n)

.

Proof. It is clear that Ln(f0(e1)− f0(x), x) = 0. From Proposition 2.3, we obtain

Ln(|h1(e1)− h1(x)|, x) = Ln

( |√e1(1 + x)−
√
x(1 + e1)|

(1 +
√
x)(1 +

√
e1)

, x
)

≤ 1

1 +
√
x
Ln

( |x− e1|√
e1(1 + x) +

√
x(1 + e1)

, x
)

≤
√
Ln((e1 − x)2, x)√
x(1 +

√
x)

≤ 2C√
x(1 +

√
x)

( x

β(n)
+

√
x√
β(n)

)
≤ C1

1√
β(n)

.

On the other hand, taking into account that, for x, y ∈ I , one has
√
xy ≤ (1 +

√
x)(1 +

√
y),

for x > 0, we obtain

Ln(|f2(e1)− f2(x)|, x) = Ln

(∣∣∣( √
x

1 +
√
x

)2
−
( √

e1
1 +

√
e1

)2∣∣∣, x)
= Ln

( |x(1 + 2
√
e1 + e1)− e1(1 + 2

√
x+ x)|

(1 +
√
x)2(1 +

√
e1)2

, x
)

= Ln

( |x− e1 + 2
√
xe1(

√
x−√

e1))|
(1 +

√
x)2(1 +

√
e1)2

, x
)

≤ 1

(1 +
√
x)2

Ln(|x− e1|, x) + 2Ln

( |
√
x−√

e1)|
(1 +

√
x)(1 +

√
e1)

, x
)

≤ 1√
x(1 +

√
x)
Ln(|x− e1|, x) +

2

(1 +
√
x)
Ln

( |x− e1|√
x+

√
e1
, x
)

≤ 3√
x(1 +

√
x)

√
Ln((x− e1)2, x)

≤ C1√
x(1 +

√
x)

( x

β(n)
+

√
x√
β(n)

)
≤ C2√

β(n)
.

□

Theorem 5.7. (i) If condition (1.4) holds, then the sequence of operators {Ln} is an approximation
process in Cb,∞(I).

(ii) If conditions (1.5) and (2.9) hold, then the sequence of operators {Ln} is an approximation process
in Cb,∞(I).

Proof. (i) From Theorem 3.2, we know that Ln : Cb,∞(I) → Cb,∞(I). Taking into account
Theorem 4.6, we will verify that conditions (4.12) hold.

Since Ln(e0) = e0, it is sufficient to prove the assertion for each ei, i ∈ {1, 2}. But it was done
in Proposition 5.4.

(ii) The proof follows analogously, but we use Proposition 5.5. □
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6. MAIN RESULTS

We need some properties of functions in Cb,∞(I).

Proposition 6.6. (i) If f ∈ Cb,∞(I), ϕ1 : [0,∞) → [0, 1) is given by ϕ(x) = x/(1 + x) and ϕ−1 is
the inverse function, then f ◦ ϕ−1 is uniformly continuous in [0, 1).

(ii) If f ∈ Cb,∞(I), ϕ1 : [0,∞) → [0, 1) is given by ϕ(x) =
√
x/(1 +

√
x) and ϕ−1 is the inverse

function, then f ◦ ϕ−1 is uniformly continuous in [0, 1).

Proof. Let A = limx→∞ f(x). Notice that ϕ−1(y) = y/(1 − y), y ∈ [0, 1). If we define g(1) = A
and g(y) = (f ◦ ϕ−1)(y) for y ∈ [0, 1), the g ∈ C[0, 1] and it is a uniformly continuous function.

The other assertion can be proved analogously. □

If ϕ(x) = x/(1 + x) or ϕ(x) =
√
x/(1 +

√
x), for f ∈ Cb,∞(I), following Holhoş [8], define

(6.15) ωϕ(f, t) = sup
x,y∈[0,∞),|ϕ(x)−ϕ(t)|≤t

|f(x)− f(t)|.

Proposition 6.7. If f ∈ Cb,∞(I) and ϕ(x) = x/(1 + x) or ϕ(x) =
√
x/(1 +

√
x), then

lim
n→∞

ωϕ(f, δn) = 0

for any sequence {δn} of positive numbers satisfying limn→∞ an = 0.

Proof. If was proved in [8] that the assertion is true if f ◦ ϕ−1 is uniformly continuous, but this
property was verified in Proposition 6.6. □

The next result is due to Holhoş, but we present in a convenient form for our purpose.

Proposition 6.8 ([8]). Assume that ϕ(x) = x/(1 + x) or ϕ(x) =
√
x/(1 +

√
x). Let An : Cb,∞(I) →

Cb,∞(I) be a sequence of positive linear operators preserving constant functions. If the sequence {an},

(6.16) an = sup
x≥0

An(|ϕ(e1)− ϕ(x)|, x)

is bounded, limn→∞ an = 0, and f ◦ ϕ−1 is uniformly continuous, then

lim
n→∞

∥An(f)− f∥ = 0 and ∥An(f)− f∥ ≤ 2ωϕ(f, an).

Theorem 6.8. Assume that condition (1.4) holds. If ϕ(x) = x/(1 + x), there exists a constant C such
that, for each n ∈ N and every f ∈ Cb,∞(I), one has

∥Ln(f)− f∥ ≤ Cωϕ
(
f,

1√
β(n)

)
,

where ωϕ(f, t) is given by (6.15). In particular, ∥Ln(f)− f∥ → 0, as n→ ∞.

Proof. If {an} is defined as in (6.16) and we prove that an → 0, as n → ∞, we can derive the
result from Proposition 6.8, because we verified in Proposition 6.6 that f ◦ ϕ−1 is uniformly
continuous. Since ϕ(x) = f2(x), where f2 is the function in Theorem 4.6, it follows from Propo-
sition 5.4 that, if condition (1.4) holds, then

an ≤ K√
β(n)

.

Therefore
∥Ln(f)− f∥ ≤ 2ωϕ(f, an).

It was proved in [8] that, if δ, λ > 0, then

ωϕ(f, λδ) ≤ (1 + λ)ωϕ(f, δ).



Approximation of bounded functions by positive linear operators 127

Hence, we can replace an by its estimate and extract the constant K as in the statement of the
Theorem. □

Theorem 6.9 can be proved as Theorem 6.8. In fact, the function ϕ(x) =
√
x/(1 +

√
x) agree

with h1 in equation (4.14) and instead of Proposition 5.4, we can use Proposition 5.5, if condi-
tions (1.5) and (2.9) hold.

Theorem 6.9. Assume that conditions (1.5) and (2.9) hold. If ϕ(x) =
√
x/(1 +

√
x), there exists a

constant C such that, for each n ∈ N and every f ∈ Cb,∞(I), one has

∥Ln(f)− f∥ ≤ Cωϕ
(
f,

1√
β(n)

)
,

where ωϕ(f, t) is given by (6.15).

The next result shows how to construct some families of operators for which our approach
can be applied.

Theorem 6.10. Let {bk} be a decreasing sequence of positive real numbers, and assume there exists a
constant Λ such that, for i ∈ {1, 2} and every k ∈ N, one has

(6.17) bk−1 − bk−1+i ≤
Λ

k
bk.

Define

Cn(f, x) =
1

gn(x)

∞∑
k=0

bkn
k

k!
f
(k
n

)
xk, with gn(x) =

∞∑
k=0

bkn
k

k!
xk.

If ϕ(x) = x/(1 + x), then there exists a constant C such that, for each f ∈ Cb,∞(I) and every n ∈ N,
one has

∥Cn(f)− f∥ ≤ Cωϕ
(
f,

1√
n

)
,

where ωϕ(f, t) is given by (6.15).

Proof. Notice

g′n(x) =

∞∑
k=1

nkbk
(k − 1)!

xk−1 = n

∞∑
k=0

nkbk+1

k!
xk = n

∞∑
k=0

nkbk+1 − bk
k!

xk + ngn(x),

and

g(2)n (x) = n2
∞∑
k=0

bk+2

k!
(nx)k = ni

∞∑
k=0

bk+2 − bk
k!

(nx)k + n2gn(x).

Hence, for i ∈ {1, 2}, ∣∣∣∣∣ g(i)n (x)

nign(x)
− 1

∣∣∣∣∣ = 1

gn(x)

∞∑
k=0

bk − bk+i

k!
(nx)k,
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because {bk} decreases. Taking into account (6.17), we obtain

(1 + nx)

∞∑
k=0

bk − bk+i

k!
(nx)k =

∞∑
k=0

bk − bk+i

k!
(nx)k +

∞∑
k=0

bk − bk+i

k!
(nx)k+1

=

∞∑
k=0

bk − bk+i

k!
(nx)k +

∞∑
k=1

bk−1 − bk+i−1

(k − 1)!
(nx)k

≤
∞∑
k=0

bk
k!
(nx)k + Λ

∞∑
k=1

bk
k!
(nx)k ≤ (1 + Λ)gn(x).

Therefore ∣∣∣∣∣ g(i)n (x)

nign(x)
− 1

∣∣∣∣∣ ≤ 1 + Λ

1 + nx
.

Thus, conditions (1.4) holds for i = 1 and i = 2 and the announced result follows from Theorem
6.8. □

7. EXAMPLES

First Example. In this example, we apply the results of the previous section to Szász-Schurer
operators.

For a fixed p ≥ 0, Schurer introduced the operators

(7.18) L∗
n,p(f, x) = e−(n+p)x

∞∑
k=0

(n+ p)k

k!
f
(k
n

)
xk.

This operator have been studied by several authors (see [10, 11, 15, 16]). The case p = 0 gives
place to Szász-Mirakyan operators.

In this work, we study the more general version

(7.19) Ln,p(f, x) = e−(β(n)+p)x
∞∑
k=0

(β(n) + p)k

k!
f
( k

β(n)

)
xk,

where β(n) ≥ 1 and β(n) → ∞, as n→ ∞. The operator Ln,p has the form (1.2) with

an,k = (β(n) + p)k and gn(x) = e(β(n)+p)x.

Notice that

(7.20) an,k+1 = an,k(β(n) + p) and In,i(x) =
g
(i)
n (x)

βi(n)gn(x)
=

(β(n) + p)i

βi(n)
.

In particular, the functions In,1(x) is uniformly bounded (condition (2.9)).
If p = 0 (Szász-Mirakyan operators) then In,i(x) = 1, and we can apply Proposition 2.1.

Taking into Proposition 2.1, we know that

Ln,p(e1, x)− x = x
( g′n(x)

β(n)gn(x)
− 1
)
= x

(β(n) + p

β(n)
− 1
)
.

If p > 0, since the expression in brackets depends not on x and it is different from zero, the
behaviour of the operators Ln,p is different from the Szász-Mirakyan operators. On the other
hand

Ln,p((e1 − xe0)
2, x) = Jn,2(x) +

Jn,1(x)

β(n)
− 2xJn,1(x) + x2
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= x2
(
In,2(x)− 2In,1 + 1

)
+
Jn,1(x)

β(n)

= x2
( p

β(n)

)2
+ x

β(n) + p

β2(n)
.

Hence condition (1.5) is satisfied and Theorem 6.9 can be applied. We think that Theorem 7.11
is the first result where uniform estimates for the Schurer operators in the space Cb,∞(I) are
given.

Theorem 7.11. Assume p > 0 and ϕ(x) =
√
x/(1 +

√
x). If Ln,p is given by (7.19), there exists a

constant C such that for each n ∈ N and every f ∈ Cb,∞(I), one has

∥Ln,p(f)− f∥ ≤ Cωϕ
(
f,

1√
β(n)

)
,

where ωϕ(f, t) is given by (6.15).

Second Example. For 0 < γ < 1 and p > 0, set

gn(x) = gn,γ,p(x) =

∞∑
k=0

(n+ p)γk

k!
xk = e(n+p)γx,

and define

(7.21) Bn,γ(f, x) =
1

gn,γ(x)

∞∑
k=0

(n+ p)γk

k!
f
( k
nγ

)
xk.

In this case an,k = (n+ p)γk and β(n) = nγ . Moreover

g′n(x) = (n+ p)γgn(x) and g′′n(x) = (n+ p)2γgn(x).

Hence

(7.22) In,1(x) =
g′n(x)

β(n)gn(x)
=

(n+ p)γ

nγ
and In,2(x) =

(n+ p)2γ

n2γ

Let us verify that condition (1.5) holds.

Lemma 7.2. If 0 < γ < 1 and p > 0, for each n ∈ N, one has

|In,2(x)− 2In,1(x) + 1| ≤ γ2
p2

n2γ
,

where In,1(x) and In,2(x) are given as in (7.22).

Proof. By the mean value theorem, if 0 < γ < 1 and y > 1, there exists θ ∈ (1, y) such that

0 < yγ − 1 = γ
(y − 1)

θ1−γ
< γ(y − 1),

Taking into the previous inequality, we obtain

|In,2(x)− 2In,1(x) + 1| =
∣∣∣∣ (n+ p)2γ

n2γ
− 2

(n+ p)γ

nγ
+ 1

∣∣∣∣
=
( (n+ p)γ

nγ
− 1
)2

≤ γ2
( (n+ p)

n
− 1
)2

= γ2
p2

n2
≤ γ2

p2

n2γ
.

□
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Since In,1(x) ≤ (1 + p)γ , we can apply Theorem 6.9 (with β(n) = nγ).

Theorem 7.12. Assume 0 < γ < 1, p > 0, and {Bn,γ} is given by (7.21). If ϕ(x) =
√
x/(1 +

√
x),

there exists a constant C such that, for each n ∈ N and every f ∈ Cb,∞(I), one has

∥Bn,γ(f)− f∥ ≤ 2ωϕ
(
f,

C

nγ/2

)
,

where ωϕ(f, t) is given by (6.15).

Third Example. For a fixed j ∈ N, each n ∈ N, and every x ≥ 0 set

cn,j(x) =

∞∑
k=0

nk

(k + j)!
xk.

For f ∈ Cb,∞(I), define

(7.23) Cn,j(f, x) =
1

cn,j(x)

∞∑
k=0

nk

(k + j)!
f
(k
n

)
xk.

We will apply Theorem 6.10 by considering the decreasing sequence

(7.24) νk,j =
1

(k + 1) · · · (k + j)
, k ∈ N0.

In Lemma 7.3, we verify that condition (6.17) holds.

Lemma 7.3. For each fixed i ∈ {1, 2} and every k ∈ N0, one has

νk,j − νk+i,j ≤
ij

(k + 1)
νk+1,j ,

where νk,j is given by (7.24).

Proof. If i = 1 and k ∈ N0,

νk,j − νk+1,j =
1

(k + 1) · · · (k + j)
− 1

(k + 2) · · · (k + j + 1)

=
j

(k + 1) · · · (k + j + 1)
=

j

(k + 1)
νk+1,j .(7.25)

If i = 2,

νk,j − νk+2,j = νk,j − νk+1,j + νk+1,j − νk+2,j

≤ j

(k + 1)
νk+1,j +

j

(k + 2)
νk+2,j ≤

2j

(k + 1)
νk+1,j ,

because the sequence decreases. □

Theorem 7.13. Fix j ∈ N and let Cn,j be defined by (7.23). If ϕ(x) = x/(1 + x), then there exists a
constant C such that, for each f ∈ Cb,∞(I) and every n ∈ N, one has

∥Cn,j(f)− f∥ ≤ Cωϕ
(
f,

1√
n

)
,

where ωϕ(f, t) is given by (6.15).
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